
Abstract. A united-residue model of polypeptide chains
developed in our laboratories with united side-chains
and united peptide groups as interaction sites is present-
ed. The model is designed to work in continuous space;
hence e�cient global-optimization methods can be
applied. In this work, we adopted the distance-scaling
method that is based on continuous deformation of
the original rugged energy hypersurface to obtain a
smoothed surface. The method has been applied suc-
cessfully to predict the structures of simple motifs, such
as the three-helix bundle structure of the 10-58 fragment
of staphylococcal protein A in de novo folding simula-
tions and more complicated motifs in inverse-folding
simulations.
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1 Introduction

Prediction of protein structure from amino acid se-
quences is still an unsolved problem of contemporary
molecular biology [1]. Its signi®cance lies primarily in
the imbalance between the huge number (tens of
thousand) of new protein sequences that are discovered
yearly and only about 200 3D structures that have been
solved during this period. Moreover, knowing the
unique rules, according to which a sequence is trans-
formed into a 3D structure, will enable the prediction of
the e�ect of mutations on the stability of the structure of
vital proteins, which has great signi®cance for health
sciences (e.g. for cancer research). Apart from these

practical reasons, research on protein-structure predic-
tion continues to contribute a great deal to studies of the
mechanisms of protein folding.

There are three classes of approaches to the structure-
prediction problem: sequence-homology methods,
methods based on energetic criteria, and threading
methods. In the ®rst method, the unknown structure is
constructed based on known structural motifs whose
amino acid sequences are similar to the sequence stud-
ied, taking advantage of the empirical relationship be-
tween sequence and 3D structure [2±5]. The methods of
the second group [1, 6, 7] are based on the thermody-
namic hypothesis formulated by An®nsen [8], according
to which the native structure of a protein is the global
minimum of its free energy under given conditions.
Structure prediction is therefore achieved by a global-
minimum search of an appropriate free-energy function;
this is called the ab initio or de novo approach. The
threading methods can be placed between these two
approaches: they use the energy (or energy-like) func-
tions to distinguish the native structure from alternative
structures, but the unknown sequence is superposed on
the structural motifs chosen from a database of known
protein structures [9].

In this report, we describe a de novo method for
protein-structure prediction that is under development
in our laboratories. In order to reduce the complexity of
the problem, a united-residue representation of poly-
peptide chains is used. Because the model works in
continuous space, e�cient global-optimization methods
can be applied in a global-minimum search.

2 Methods

2.1. Representation of polypeptide chains
and interaction scheme

In our model [10±12] a polypeptide chain is represented by a
sequence of a-carbon (Ca) atoms linked by virtual bonds with
attached united side chains (SC) and united peptide groups (p)
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located in the middle between the consecutive Ca. Only the united p
and united SC serve as interaction sites, the Ca assisting in the
de®nition of the geometry (Fig. 1). All the virtual bond lengths (i.e.,
CaACa and CaASC) are ®xed; the CaACa distance is taken as 3.8 AÊ

which corresponds to trans p, while the side-chain (aSC and bSC), as
well the virtual-bond angles h can vary.

The energy of the virtual-bond chain is expressed by Eq. (1).
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The term USCiSCj pertains to the mean free energy of the hydro-
phobic (hydrophilic) interactions between the SC. It, therefore,
contains implicitly the contributions coming from the interactions
with the solvent. The terms with USCipj denote the excluded-volume
potential of the SC ± p interactions. The p interaction potential
(Upipj ) accounts mainly for the electrostatic interactions between
them or, in other words, for their tendency to form backbone hy-
drogen bonds. Utor, Ub, and Urot denote the energies of virtual-
dihedral angle torsions, virtual-angle bending, and SC rotamers;
these terms re¯ect the local propensities of the polypeptide chain.
Finally, the multibody (or cooperative) term Ucorr arises from the
fact that details of the all-atom chain are lost when converting it
into the simpli®ed chain. Mathematically, it can be expressed by
averaging the energy over some ``less important'' degrees of free-
dom; this gives rise not only to a pairwise potential, but also to
higher-order terms [13]. For the functional form of these energy
terms, the reader is referred to the original papers [10±14]. The ws
denote relative weights of the respective energy terms; they are
discussed later.

2.2. Parameterization of the force ®eld

As in other work on structure-derived protein potentials [15±18],
the SC (USCSC) and the components of the local-interaction po-
tential (Ub and Urot) of our united-residue force ®eld have been
parameterized based on distribution and correlation functions de-
termined from a set of 195 high-resolution non-homologous
structures from the Protein Data Bank (PDB) [19]. This approach
assumes that average interactions can be described with su�cient
accuracy by using the potential of mean force, W �X�, X denoting
the degrees of freedom of the subsystem considered. The degrees of
freedom are related directly to the corresponding distribution
functions, q�X�:
q�X� � qo�X� exp�ÿbW �X�� ; �2�
where q��X� is a known reference distribution function (e.g., the
distribution function of non-interacting side chains tethered to the
backbone).

The components of an empirical force ®eld can therefore be
parameterized by ®tting the theoretically calculated (Eq. 2) to the
corresponding experimental distribution functions; this approach
has been implemented in our work [12, 14]. The peptide-group
interaction potential Upipj and the virtual-torsional potential Utor

were parameterized [10, 11] by averaging the all-atom ECEPP/2
[20, 21] potential.

The ®nal stage of parameterization was to calculate the relative
weights of the components of the force ®eld so as to maximize the
energy gap between the native structure and the lowest-in-energy
non-native structure. We have developed a method [14] based on
the approach of Wolynes and coworkers [22], Shakhnovich and
coworkers [23], and Hao and Scheraga [24, 25], which is directed at
achieving as negative a value as possible for the so-called Z-score
function (Eq. 3).
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where N is the number of non-native conformations, E� is the en-
ergy of the native conformation, and Ei is the energy of the ith non-
native conformation.

The more negative the Z-score values, the more the native
structure is distinguished from non-native ones. To optimize the
weights, we chose the phosphocarrier protein from Streptococcus
faecalis (1PTF; 87 amino-acid residues; 1.6 AÊ resolution). Its
structure is shown in Fig. 2. The set of non-native conformations
was constructed by superposing the 1PTF sequence on randomly
chosen polypeptide-chain fragments of appropriate length from the
PDB and minimizing the energies of the chains; this can be con-
sidered a version of the inverse folding approach. The procedure is
described in detail in the original paper [14].

2.3. Search of the conformational space

In order to search the conformational space of the simpli®ed chain,
we used two protocols. The ®rst one is a direct implementation of
the Monte Carlo with minimization (MCM) method of Li and
Scheraga [26, 27]. In brief, it can be summarized as follows:

1. Choose an arbitrary starting conformation.
2. Minimize the energy; let the geometric parameters of the

resulting conformation be contained in the vector C� and the
corresponding energy be U�.

3. Perturb C� according to a predetermined scheme.
4. Carry out energy minimization, obtaining the conformation C1

and energy U1.
5. If neither U1 nor C1 di�ers by more than preassigned cut-o�

values, discard it and repeat the process beginning at step 3;
otherwise apply a Metropolis test [28] in order to accept or
reject the conformation.

6. If the new conformation is accepted, substitute C1 for C�, and
U1 for U�, and repeat from step 3.

Fig. 1. United-residue representation of a polypeptide chain. The
interaction sites are side-chain �SC� centroids of di�erent sizes and
peptide-bond centers �p� indicated by shaded circles, while the
a-carbon atoms �Ca� (small empty circles) are introduced only to
assist in de®ning the geometry. The virtual CaACa bonds have a
®xed length of 3.8 AÊ , corresponding to a trans peptide group; the
virtual-bond (h) and dihedral (c) angles are variable. Each SC is
attached to the corresponding Ca with a ®xed ``bond length'', bSCi ,
variable ``bond angle'', aSCi , formed by SCi and the bisector of the
angle de®ned by Ca

iÿ1, Ca
i , and Ca

i�1, and with a variable ``dihedral
angle'' bSCi

of counterclockwise rotation about the bisector,
starting from the right side of the Ca

iÿ1, Ca
i , Ca

i�1 frame
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7. Iterate steps 3±7, until the requested number of accepted
conformations is obtained.

The second protocol, which is still under development [29], uses
the MCMmethod in combination with the distance-scaling method
(DSM) [30] which smoothes the energy surface by applying the
following transformation to the site-site distances (other smoothing
methods, such as the di�usion equation method [31, 32] can also be
implemented here):

~rij �
rij � aroij
1� a

; �4�

where r�ij usually is the position of the minimum in the pairwise
potential or an arbitrary large distance, if the potential does not
have a minimum. The greater the value of the parameter a, the
¯atter the transformed energy surface, which facilitates the global-
minimum search. The original energy surface is obtained with
a � 0. The algorithm that combines the MCM search with the
DSM smoothing technique is outlined below; it has been imple-
mented in our previous work in the prediction of crystal structures
of small molecules [33, 34].

1. Choose a starting value of a; this value should be large en-
ough to smooth the energy surface considerably. Usually a value
between 8 and 15 is chosen.

2. Carry out an MCM search of the deformed energy surface.
Store N (N being a pre-determined number) of the resulting low-
energy conformations for the next steps; usually N varies from 2 to
30. Larger values of N result in better e�ciency of the search, but
lead to greater CPU usage.

3. Decrease the deformation parameter a according to the as-
sumed schedule. Best results were obtained using the exponential
formula: log an�1 � log an ÿ D, where n is the deformation-revers-
ing step and D is a pre-assigned increment, usually 0.1 or 0.2. Carry
out MCM searches, starting from the low-energy conformations

obtained in the preceding deformation step. Select N lowest-energy
conformations for the next steps.

4. Iterate step 3 until a reaches 0 (this value corresponding to
the original energy surface). The result of the procedure is the
lowest-energy conformation obtained with a � 0.

Inclusion of the MCM search in step 3 of the algorithm greatly
increases its e�ciency, although the procedure can also work
without this. The e�ciency is particularly increased when a more
extensive MCM search is carried out in the ®nal stage (on the
undeformed energy surface). Searches on the highly deformed
surface have less impact on the e�ciency of the procedure.

So far, the method has been applied to model polyalanine
chains [29]; at the present stage, the method can handle up to 60-
residue chains.

3. Results

3.1. Inverse-folding results

Using the weights determined from the inverse-folding
calculations on the phosphocarrier protein (1PTF), we
checked the ability of the potential to locate the native
structures of other proteins correctly, using the inverse-
folding approach [14]. In these calculations, the force
®eld did not include the correlation term Ucorr. Table 1
summarizes the results of these calculations for a
number of monomeric proteins of length exceeding 50
amino acid residues, and the structures are shown in
Fig. 2. As shown, in each case the native structure is the

Fig. 2. The structures of the
proteins used in inverse-folding
calculations: histidine-contain-
ing phosphocarrier protein
(1PTF), calcium-binding pro-
tein (4ICB), ubiquitin (1UBQ),
a-spectrin (1SHG), major cold-
shock protein (1MJC), and cy-
tochrome b5c (3B5C)

Table 1. Summary of thread-
ing calculations with weights
determined using the phospho-
carrier protein (1PTF) (data
from Ref. [14])

Proteina Nb Type Cofactor DEnat

(kcal/mol)
Z-score RMSDc

(AÊ )

4ICB 76 a Ca2� )24.6 )4.84 4.5
1UBQ 76 b� a None )15.5 )3.29 3.1
3B5C 85 a� b heme,Fe2� )13.5 )3.56 3.1
1SHG 57 b None )5.2 )3.06 2.5
1MJC 69 b None )3.9 )3.40 2.5

a See Fig. 2 for the names of these proteins
b The number of amino acid residues
cResidual-mean-square (RMS) deviation from the native structure
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lowest in energy and is separated from non-native
structures by a signi®cant energy gap. This means that
weights obtained by calibrating the energy function
using the phosphocarrier protein (1PTF) are also
relevant for other proteins. It should be noted that none
of the above proteins was used in parameterization of
the potential.

Use of energy minimization in our threading calcu-
lations provides the possibility that the procedure will
®nd a structure close to the native pattern of the target
protein, even if the structural fragments from the data
base are distant from its native structure. The results of
threading-with-minimization calculations for the 10-58
fragment of the B-domain of staphylococcal protein A
are summarized in Table 2. The native pattern of protein
A was not present in the data base. As shown, all but
one of the ®ve lowest-energy patterns found in the data
base are close to the native structure of protein A. It is
also important to note that the residual mean-square
(RMS) deviations of energy-minimized structures 4 and
5 from the corresponding starting structure are as large
as 7.4 and 9.5 AÊ , respectively, while, at the same time,
these structures approached the native structure of

protein A quite closely (the RMS deviations being 4.1
and 4.4 AÊ , respectively).

3.2. De novo folding of the 10±58 fragment
of the B-domain of staphylococcal protein A

Using the MCM procedure described in Sect. 3 we
attempted to carry out a de novo prediction of the native
structure of the 10±58 fragment of the B-domain of
staphylococcal protein A. The force ®eld included the
correlation term (Eq. 1); failure to do so leads to too low
a stability of the secondary structure [13]. Inclusion of
cooperativity terms is also advisable in threading-with-
minimization calculations, because it better di�erenti-
ates, in terms of energy, the native structure from the
non-native structures, owing to secondary-structure
promotion. In order to compare the conformations in
step 5 of the MCM procedure (cf. Sect. 2.3), we used the
average di�erence in virtual-bond dihedral angles c
de®ned by Eq. (10) of Ref. [11], the cut-o� value being
10�. Four runs starting from randomly generated
structures subject to the condition of non-overlap were
carried out; each run was terminated after 1,000
accepted conformations. Two major structures were
obtained: the native-like structure of protein A [with a
RMS deviation from the native structure of 3.5 AÊ

(calculated based on Ca atoms) and 60% of native
contacts (Fig. 3)] and its mirror image (with an RMS
deviation from the native structure of 9 AÊ ). The native-
like structure was marginally stable (by 1 kcal/mol) with
respect to the alternative structure. This result is
probably a consequence of the fact that the weights of
the energy terms were determined by using inverse-
folding calculations (cf. Sect. 2). The structures from the
PDB used in such calibration of the force ®eld usually
correspond to favorable local interactions and also
consist of regular patterns. It can therefore be supposed
that, while they can serve to determine the relative
weights of the hydrophobic and electrostatic terms, the
weights of the local and correlation terms will be
estimated poorly. We are now working on extending
the determination of the weights of the energy terms
(Eq. 1) to structures outside the PDB.
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